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Abstract 

If you know roughly how much traffic your network will need 

in the future, you may fine-tune the network's settings to 

optimize its performance. In order to achieve this goal, several 

analysis and traffic forecast methods are created with the use 

of machine learning techniques. In this research, we 

investigate the use of several online time series to forecast 

traffic patterns over a range of frame sizes. We start by 

describing the actual network traffic data that was collected 

and analysed for seasonal patterns and correlations. Second, 

we offer three machine learning techniques for predicting 

network data and compare them under different models and 

input features: linear regression, k closest neighbours, and 

random forest. Root-mean-squared percentage error (RMSPE) 

is used to measure how accurate a prediction is. We create 

three machine learning models where traffic is predicted for 

individual frame sizes using just that size's historical data, 

data for multiple frame sizes, and data for all frame sizes. 

Numerical studies on four datasets showed that linear 

regression was more accurate than the other two approaches. 

According to the findings, the algorithm's accuracy is 

improved by using previous data on all frame sizes to 

anticipate summary traffic of a specific frame size, but at the 

expense of longer execution times. This time cost may, 

however, be reduced with an almost imperceptible drop in 

accuracy by the strategic selection of input characteristics 

depending on seasonality.  

Keywords:  

The use of machine learning and an application-aware 

network to foretell traffic patterns. 

introduction 

 Network operators may benefit from analysing and 

forecasting internet traffic in a number of contexts, 

especially given the industry's rapid expansion. 

They make sense when thinking about how to 

allocate resources during a network move or resize. 

Even if resources are limited, the most congested 

connections may be improved.Kaniapiskau, A., et 

al. kept up with in the first place. Proactive traffic 

routing and virtual topology adaption [14] is 

another potential use case for traffic analysis and 

prediction. Real-time or online models play a vital 

part in this process by constantly fine-tuning their 

forecasts based on observations of the current state 

of the network. The network is capable of rapidly 

reconfiguring itself in response to congestion or an 

unanticipated increase in traffic. Energy efficiency 

is an intriguing potential use for traffic prediction. 

In order to save energy, idle network connections 

or transceivers may be set to a low-power state for 

a time period of the user's choosing [4]. Different 

services and applications have varying needs, 

including those for latency, security, and reliability, 

all of which must be met by the network's optical 

layer. It is possible for multilayer application-aware 

networks to classify different optical traffic 

categories and then optimize for their needs [11, 

12]. The resource allocation and planning 

procedures would benefit greatly by knowing the 

volume and  

 

general trends of various forms of network traffic. 

However, the network operator may not have 

access to or be able to effectively process in real 

time information about the precise distribution of 

network traffic generated by various applications 

and services.  

Connected Tasks 

 Several papers in the last five years have 

conducted in-depth analyses of network traffic 

analysis and prediction, either as a standalone paper 

[9] or as a chapter of more comprehensive surveys 

on machine learning in optical networks [3, 8, 14, 

17]. These machine learning algorithms may be 

used for a wide range of tasks, and can be broken 

down into two groups: supervised and unsupervised 

learning [14]. Contrarily, in supervised learning, 

algorithms are aware of predicted outcomes 

throughout the training phase and may be used for 

tasks like traffic forecasting using historical data, 

estimating transmission quality [13] or routing 

[19]. However, in unsupervised learning, such as in 

traffic anomaly detection [5] or attack detection [6], 

the expected results are not known beforehand, and 

it is used to find patterns (similarities) and 

structures in the traffic or to extract features. 

 Many different approaches to traffic prediction can 

be found in the literature, with the vast majority 

employing either autoregressive moving average 
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(ARIMA) or long short-term memory (LSTM) 

recurrent neural networks [9]. However, recent 

evidence has pointed to the limitations of pure 

time-series forecasting approaches, and the results 

of non-time-series forecasting methods are highly 

dependent on the datasets used [3]. As a result, we 

need novel strategies, both in terms of processing 

complexity and precision. Using data analysis 

techniques to provide new input characteristics for 

the algorithms is an intriguing option to boost the 

forecast accuracy beyond only the quantity of 

network traffic between two timestamps. In [15], 

the authors enhance the performance of an LSTM-

based traffic prediction model by using an 

autocorrelation coefficient. In this approach, the 

time series' seasonal information may be preserved. 

In addition, three data-driven LSTM approaches 

are presented in [10], where the utilization of daily 

and weekly seasonal trends is also investigated. 

 

 

 

Analysing the Data 

 Multiple real-world datasets were used for analysis 

and additional testing. The initial data collection is 

a four-week snapshot of activity at the Seattle 

Internet Exchange Point (SIX), beginning on 

November 1, 2020, and ending on November 28, 

2020. The second data collection includes 

information from SIX for the next four weeks, from 

November 28th, 2020, through December 26th, 

2020. Both sets of data are sampled every 5 

minutes. The third dataset was produced by 

resampling the November SIX dataset using a 1-

hour maximum aggregation. The resulting dataset 

covered the same time frame as the original, albeit 

being much smaller. Raw 5-minute sample results 

are available throughout the whole examined 

period thanks to weekly data collection from the 

SIX website1. The aggregated traffic in bits and the 

frame size distribution databases both come from 

the RRD format and are utilized here. The 

databases' numeric values were retrieved with the 

help of RRDtool2. The raw information consists of 

thirteen distinct frame size bands. In this study, for 

the sake of brevity, they are represented by 

alphabetic symbols, as indicated in table 1. Figure 1 

shows a weekly dispersion of frame sizes from the 

collected input data.  

Table 1: Frame sizes - letter representation 

Frame size in bytes  

 

The bit value of traffic in different frame sizes was 

calculated from the collected databases as follows. 

Let n be the total number of frames in a given time 

point, xi the size of a frame of it size in bits, Yi the 

percentage of frames of i-th size divided by 100, s 

the aggregate traffic in given time point in bits per 

second. From the data, we know the values of xi , 

yi and s in a given time point. The aggregated 

traffic s can be expressed as 

 

This makes it simple to ascertain both the total 

number of frames, n, and the volume of traffic in 

frames of size i. The estimated volume of traffic for 

the various window widths during the course of the 

studied four-week period is shown in Fig. 2. As can 

be seen, that's where the great majority of visitors 

go. 

A Look at the Top 4 Models and 

Algorithms  

We undertake data analysis and use the results to 

offer three models for predicting network traffic in 

varying frame sizes. That is, model 1 predicts 

traffic in frame x based on traffic in all frame sizes, 

model 2 predicts traffic in frame x based on traffic 

in three less correlated frame sizes, and model 3 

predicts traffic in frame x based on traffic in only 

frame x. Additional input features were selected 

because of the autocorrelations' demonstration of 

seasonality in the data, allowing the models to 

make more accurate predictions. This implies that 

in addition to the volume of traffic at the moment 

under consideration, we also provide indicators of 

the volume of traffic at key times in the past, such 

as five minutes, twenty-four hours, and seven days 

before. In Section 5 we go into further detail on 

how to choose between available optional extras. 

After developing models and gathering 

supplementary data, the next step is to settle on a 

set of machine learning (ML) methods. Given that 

the time period we are trying to predict is just 5 

minutes long, we can only consider regressors that 

can be trained and generate predictions quickly. 

Although techniques such as 
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Fig. 1: Internet traffic in different frame sizes in the European 

dataset 

learning tend to be very accurate, but they need a 

lot of time to train, which makes them impractical 

in our case. After experimenting with a number of 

techniques, such as Support Vector Machines and 

AdaBoost, we settled on the three regressors shown 

below due to their respective ease of use and speed. 

Trying to fit a linear model to the connection 

between observed linear data, linear regression 

(LR) is a straightforward method. The ideal 

generalization would minimize the inaccuracy in 

making predictions on untested facts. For instance, 

in [16], this method was utilized to create a self-

updating model for seasonal prediction of various 

time series. The ease with which this algorithm 

may be trained and made predictions is a major 

factor in its favor. The k-closest-neighbors (kNN) 

approach takes an input data point and predicts its 

output by comparing it to that of its nearest k 

neighbours. Since the values of new data points are 

predicted solely by checking the most similar 

(nearest) ones, this algorithm can handle non-

linearity in the data well. For instance, in [1], a 

multiple time series model was constructed with 

extra characteristics distinguishing between 

weekdays and weekends, since these two time 

periods exhibit distinct seasonality patterns. One of 

the primary benefits of this algorithm is the speed 

that comes with its relative ease of usage. Decision-

tree-based ensemble methods like random forest 

(RF) are one popular option. To increase accuracy 

and minimize over-fitting, the outcomes of many 

decision trees that employ different subsets of 

characteristics are averaged. Here we have an 

instance of integrating many weak models into a 

single robust one. Successful use of this method to 

build a prediction model for multiple time series 

with additional features, such as correlations 

between the considered time series', can be found, 

for example, in [18]. Among the algorithms studied 

in [18], RF was found to produce the most reliable 

forecasts. This technique may be time and resource 

intensive when used to huge datasets; however, in 

our instance, the number of features is limited, thus 

only a few trees are needed for the prediction. 

Computer simulations  

Scikit-learn is the ML algorithm implementation 

used in this project. The optimized values for these 

parameters, determined using grid search, are 

shown in Table 2. All of the techniques use discrete 

data points to represent the epoch-specific network 

activity.  

 Table 2: Tuning chosen parameters for the 

algorithm 

 

0 A proper error measure is required to assess and 

compare the predictions of various algorithms. The 

absolute error metrics vary greatly between frame 

sizes because of the vast differences in traffic 

volume. Percentage error is the most intuitive 

measure to use when comparing the efficacy of 

different regressors across different frame sizes. 

That's why we choose to measure success using the 

root-mean-squared percentage error (RMSPE). The 

optimal model was determined after a battery of 

trials. Considering both prediction quality and 

timing is crucial for developing an online traffic 

prediction model that can adapt rapidly to changing 

network circumstances. As a result, we make use of 

several supplementary input characteristics, which 

we introduce in Section 4. Five minutes ago 

(previous timestamp), an hour ago (anchorage), 

twenty-four hours ago (yesterday), and a week ago 

(last week) are the four additional attributes we 

provide initially to show the volume of visitors. We 

can train the models' import by hand with the use of 

supplemental features. 

 

Fig. 2: Correlations between traffic in different frame sizes 

and aggregate traffic similar datapoints, which makes it 

possible not to consider them in order. For that reason, in all 

the models and algorithms we use 10-fold cross validation. 

Table 3: RMSPE comparison in different 

models and algorithms, SIX November dataset, 

5-minute sampling; best model for each 

algorithm highlight. 

 

In Table 3, we present the RMSPE values for three 

models described in section 4, for the SIX 

November dataset with 5-minute sampling. As can 
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be concluded, the choice of the model depends on 

the choice of the regressor - LR and RF get their 

lowest RMSPE values in model 1, and in - in 

model 3. However, the overall lowest RMSPE 

values are obtained by LR. As an illustration, in 

Fig. 6, we present the comparison of the prediction 

results between model 1 and 3 obtained by LR for a 

sample frame size. Some differences between the 

models can be spotted in the presented zoomed-in 

fragment, showing that the predict 

Knapińska et al. 

Table 4: RMSPE comparison in different 

models and algorithms, SIX December dataset, 

5-minute sampling; best model for each 

algorithm highlighted 

 

 

Table 5: RMSPE comparison in different 

models and algorithms, SIX November dataset, 

1-hour maximum aggregation; best model for 

each algorithm highlighted 

 

based on the historical traffic from all the frame 

sizes rather than a single one is generally closer to 

the real values. 

 

Fig. 3: Prediction results for traffic in frames of size I, LR 

regressor, SIX November dataset, 5-minute sampling - 

zoomed-in fragment The same trends were observed in all the 

remaining datasets. 

Table 4 presents the results for the SIX December 

dataset, while Table 5 presents for the SIX 

November dataset with 1h aggregation, with 

additional features anchorage, yesterday and last 

week. In Table 6, we present the RMSPE values 

obtained for the European dataset. Because of the 

3-hour average aggregation, after calculating the 

autocorrelation function values, we decided to use 

the following additional input features: the amount 

of traffic 24 hours before (yesterday), 48 hours 

before (two_days_ago) and 1 week before (last 

week). As can be seen, similarly.to the other 

datasets, the prediction quality is higher taking into 

account the historical traffic in all the frame sizes 

simultaneously, with LR being the most accurate 

among considered regressors. 

Table 6: RMSPE comparison in different 

models, European dataset, 3-hour average 

aggregation; best model for each algorithm 

highlighted. 

 

In Table 7, we present the mean percentage 

advantage of the RMSPE values obtained by the 

best regressor, LR, in model 1 over model 3 for all 

considered datasets. As can be concluded, the 

prediction of the amount of traffic in a specific 

frame size is better considering the historical data 

of the traffic for all the frame sizes when compared 

to the prediction based only on one frame size. 

Table 7: Mean percentage advantage of RMSPE 

of model 1 over model 3 for the LR regressor in 

considered datasets 

 

Table 8: Time of execution in seconds, SIX 

November dataset, 5-minute sampling 
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Table 8 presents average time of execution for 

considered regressors for tested models (note, 

model 1a and 1b are described further). The 

measurements were performed on a machine with 

an Intel Core i5-1038NG7 processor with 16 GB 

RAM. As can be observed, all the algorithms are 

the fastest in model 3 because of the smallest 

dataset size. Nevertheless, at this stage, the 

prediction quality is more important than the time 

of execution, especially considering the very short 

time of execution for the best regressor - LR. For 

that reason, we chose model 1 for further analysis. 

Conclusions  

In this paper, we focus on the prediction and 

analysis of network traffic composed of various 

frame sizes. In more detail, the developed model is 

able to forecast traffic of a certain type based on the 

historical data. Firstly, we described gathered real 

network traffic data and its preparation process 

required for featureaugment extraction and further 

analysis. After that, we detected seasonality 

patterns by calculating autocorrelations for 

different lag values showing similar patterns for 

different frame sizes. Moreover, the correlations 

between different traffic types were investigated, 

indicating similarities between traffic patterns in 

certain frame sizes. Next, we proposed three 

machine learning algorithms and ran extensive 

numerical experiments on four datasets to evaluate 

their efficiency. According to the results, linear 

regression yields the highest accuracy having its 

RMSPE values on average 50% lower than kNN 

and 15% lower than random forest. Additionally, 

we investigated the impact of different models and 

input features choices, finding the best compromise 

between prediction quality and time of execution. 
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